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# A. Proposal Overview

## A.1 Research Question or Organizational Need

Which users are influencing others the most with their reviews and recommendations of video games on the Steam platform?

## A.2 Context and Background

In this fictitious scenario based on real a real company, Valve Corporation and Steam gaming platform need help discovering user patterns in their recommendation and review data to better understand who their most influential users are. They have asked for a compact list of the most influential users for study by their selves and other game development companies that use the Steam platform to sell their games. The hope is that this will help game companies develop better games and marketing strategies to increase sales. Since this data is not known currently, they have asked to do some discovery and provide them a list of users with proper rational and methods. The value of this study could improve success for all parties.

## A.3 and A3A Summary of Published Works and Their Relation to the Project

### Review of Work 1

Game Recommendations on Steam (Kozyriev, 2023) has done a lot of work screen scraping the Steam platform. This data will be useful for this project and be the basis for our analysis and deliverables. Using an already curated data set will save us and our client valuable time. There are also many recommendation models that people have created for this data. We will be repurposing the data to look for influencers.

### Review of Work 2

This article discusses several use cases for sales and marketing using machine learning and data mining (Glackin & Adviar, 2023). While most of this work discusses supervised machine learning techniques, the processes it lays out will be a good foundation for our project.

### Review of Work 3

Data Profiling and Machine Learning to Identify Influencers from Social Media Platforms from the journal of ICT Standardization (Elbaghazaoui, Amnai, & Fakhri, 2022), details methodologies like we plan to do with this project. We will use domain knowledge, statistics, and machine learning insights to achieve our objective.

## A.4 Summary of Data Analytics Solution

The dataset has over thirteen million users. Steam is interested in the most impactful. I will use basic Exploratory Data Analysis (EDA) to understand the dataset. I will use Principal Component Analysis (PCA) to reduce the number of dimensions to one and take everything on the right tail at ninety five percent or more. I will use a second PCA model with two components to visualize the results. To be complete, I will also include a t-Distributed Stochastic Neighbor Embedding (t-SNE) model with two components to see if it agrees with the PCA visualization. After this selection and inspection, I will use the Isolation Forest algorithm to discover the outliers using the relevant features discovered during EDA. I will choose an appropriate contamination parameter to curate a dataset of under one thousand users. This will be saved to excel for further analysis by the client.

## A.5 Benefits and Support of Decision-Making Process

The benefits of this decision-making process will bring knowledge about which users to spend Steam’s research and marketing efforts first. Using statistics and machine learning techniques together will yield a high probability that the user list generated will be of have the greatest value to focus on first. The consequences of not doing it in a methodical manner could mean wasted time, effort, and money and opportunities could be missed if guessing starts to occur. The process laid out can be repeated simply by removing the current list from the sample and repeating the steps to again get the next list to focus on.

# B. Data Analytics Project Plan

## B.1 Goals, Objectives, and Deliverables

* Goal 1: The goal is to select a set of users with the most influence among the others.
  + Objective 1.0: Client discussions centering around plan, design, and expectations.
    - Deliverable 1.0.1: Meeting notes and transcript with client.
    - Deliverable 1.0.2: Project plan and timelines.
  + Objective 1.1: Acquire the data.
    - Deliverable 1.1.1: The data will be downloaded in its original CSV format.
    - Deliverable 1.1.2: The data will be saved in parquet format for faster processing.
  + Objective 1.2: Analyze available features and clean the data.
    - Deliverable 1.2.1: Features will be selected with descriptive statistics, correlation, and basic understanding of the data structure used to get a sense of the data.
  + Objective 1.3: Sample enough data to run machine learning algorithms on.
    - Deliverable 1.3.1: A sample of data with the highest impactful users will be selected and stored in memory.
    - Deliverable 1.3.2: The sample will be much smaller than the original for faster processing during machine learning.
  + Objective 1.4: Reduce the data to two dimensions and visualize for an understanding of the outliers.
    - Deliverable 1.4.1: PCA will be used to reduce dimensions to two dimensions and a scatter plot displayed to show the pattern of our sample.
    - Deliverable 1.4.2: t-SNE will be used to reduce to two dimensions and a scatter be displayed of the results to see how it agrees with the PCA version.
  + Objective 1.5: Create an Isolation Forest model.
    - Deliverable 1.5.1: An isolation forest model shall be created using the relevant features and appropriate contamination parameter.
    - Deliverable 1.5.2: A pickle file shall be saved of the model to disk.
  + Objective 1.6: Select the outliers and ensure count is below one thousand.
    - Deliverable 1.6.1: A dataset shall be created of the outliers predicted by the model.
    - Deliverable 1.6.2: The dataset shall be saved as an Excel file per the client.
  + Objective 1.7: Meet with clients and deliver the result.
    - Deliverable 1.7.1: Obtain sign-off on work or feedback about revisions.
    - Deliverable 1.7.2: Wrap up project or deliver a new plan based on feedback.

## B.2 Scope of Project

### B.2.A Included in Project Scope

The scope of the project will be limited to de-identified user data with minimal features. The only hard deliverable here will be the final list of users in Excel format. No more than one thousand. If the client is not satisfied, we will review the issues and iterate again.

### B.2.B Not included in Project Scope

Bringing in identifiable data and doing further analysis will be the responsibility of the client. This data is not provided and thus would be impossible to analyze.

### B.3 Standard Methodology

This team will use the Rapid Application Development process. We have well-defined objectives, and this is time sensitive. Also, the user may have feedback and will let us know when they are satisfied. During the analysis and curation part of this project, we will define the requirements, go through a user design session, then begin constructing the solution to deliver the product. If the user is satisfied, we will end the engagement. If not, we will go back to a user design session and construction phase until the client is satisfied.

## B.4 Timeline and Milestones

|  |  |  |  |
| --- | --- | --- | --- |
| Milestone or deliverable | Duration  (hours or days) | Projected start date | Anticipated end date |
| Deliverable 1.0.1 | 16 hours | *June 24th 2024* | *June 25th 2024* |
| Deliverable 1.0.2 | 24 hours | *June 26th 2024* | *June 28th 2024* |
| Deliverable 1.1.1 | 2 hours | *July 1st 2024* | *July 2nd 2024* |
| Deliverable 1.1.2 | 2 hours | *July 1st 2024* | *July 2nd 2024* |
| Deliverable 1.2.1 | 8 hours | *July 1st 2024* | *July 2nd 2024* |
| Deliverable 1.3.1 | 7.5 hours | *July 3rd 2024* | *July 3rd 2024* |
| Deliverable 1.3.2 | 0.5 hours | *July 3rd 2024* | *July 3rd 2024* |
| Holiday | 0 hours | *July 4th 2024* | *July 7th 2024* |
| Deliverable 1.4.1 | 4 hours | *July 8th 2024* | *July 8th 2024* |
| Deliverable 1.4.2 | 4 hours | *July 8th 2024* | *July 8th 2024* |
| Deliverable 1.5.1 | 15 hours | *July 9th* | *July 10th 2024* |
| Deliverable 1.5.2 | 1 hours | *July 10th 2024* | *July 10th 2024* |
| Deliverable 1.6.1 | 6 hours | *July 11th 2024* | *July 11th 2024* |
| Deliverable 1.6.2 | 2 hours | *July 11th 2024* | *July 11th 2024* |
| Deliverable 1.7.1 | 6 hours | *July 12th 2024* | *July 12th 2024* |
| Deliverable 1.7.2 | 2 hours | *July 12th 2024* | *July 12th 2024* |

## B.5 Resources and Costs

1. Laptop (already owned): No cost.
2. GitHub: $4.00
3. Windows OS: No cost
4. WSL/Unix: No Cost
5. Miniconda: No Cost
6. Python: No Cost
7. Scikit-learn: No Cost
8. Pandas: No Cost
9. Polars: No Cost
10. Seaborn: No Cost
11. Matplotlib: No Cost
12. Jupyter Notebook: No Cost
13. One hundred work hours: $2,000 ($200/hour)

## B.6 Criteria for Success

For this project to be a success, the number of influential users delivered must be one thousand or less. The users should be the most significant and most impactful. The final dataset can be evaluated using the Mann-Whitney U test to determine if the outliers are greater than the non-outliers with a p-value of less than the alpha 0.05. This will be the right tail version of the test.

# C. Design of Data Analytics Solution

## C.1 Hypothesis

Analysis will reveal a short list of anomalous users with the most influence on the Steam platform.

## C.2 and C.2.A Analytical Method

I will explore the raw data and try to understand what is going on and what I need to do. I will summarize the user data set, explore, and clean. I will create a single PCA component from the relevant features. There are over fourteen million users in the summarized data set. There are multiple columns I will need to rank on, and it would be too much trial and error without a method. I will want the right tail of this data.

I will take everything to the right of 95th percentile using that single PCA component. We know we want users in the right tail. It would be appropriate to choose users we know we want to target, so that my algorithms downstream can run faster. From here I will analyze the data for the most useful features.

I will then train an Isolation Forest algorithm with the appropriate contamination rate set and features to obtain enough users for our final sample and label them as outliers or not. Isolation Forests are a good algorithm for finding outliers in data. We are most interested in the extreme outliers. The contamination rate we choose will be appropriate to find enough outliers to satisfy our requirements.

I will finally use the Mann-Whitney U Test to compare the outliers with the non-outliers. This is an appropriate tool to compare two skewed distributions. A p-value of .05 or less will give compelling evidence in support of the alternative hypothesis. I will perform this on the single PCA component as the final compare. However, for completeness, I will run the test for each feature independently.

## C.3 Tools and Environments

* **Windows 11**: This is the main operating system of my laptop.
* **Windows Subsystem for Linux (WSL) with Ubuntu 20.04.6 LTS**: I want to isolate my process from my main OS. I will run the project in a Linux virtual machine.
* **Miniconda**: This is a free installer for a minimal version of conda. This is a package and environment management system. We will want to create our conda environment separate from any others. We will also need it to install Jupyter Notebooks and other python packages.
* **Python 3.10.14**: This is the python version we will use for this project.
* **GitHub**: GitHub is where we will keep all our work. We need some place to store our code and changes and be able to roll back to a previous version if needed.
* **Jupyter Notebook**: This tool helps present your data process, visualizations, and run most any python script needed for this project. Our EDA and final file creation will be all here.
* **Matplotlib**: For visualization of data.
* **NumPy**: It has many mathematical functions that will be useful for data analytics.
* **Pandas**: It helps read and store data in a structure that is ready to be consumed by python.
* **Scikit-learn**: This is a popular machine learning library for python, and we will use it for PCA, t-SNE, and Isolation Forests.
* **Seaborn**: This extends Matplotlib with a richer feature set and a much better presentation.
* **SciPy**: This has many uses. Among them is the test we plan to use to compare to skewed distributions. Another is the bootstrapping we will use to simulate normal distributions for our skewed data.
* **Polars**: A faster implementation and alternative for large data sets. It will be used to import the raw data.
* **OpenPyXL**: Needed to write our file to Excel. It extends Pandas and adds an Excel method to export the data frame.

## C.4 and C.4.A Methods and Metrics to Evaluate Statistical Significance

**Standardization**

* Unsupervised statistical method for scaling data. Fitted before use of PCA.

**PCA**

* Dimension reduction unsupervised.
* Principal Component Analysis algorithm
* Features included in the fitting of the PCA component will rely on correlation metrics of less than 0.60 and removal of features that do not make sense. Feature importance can be viewed to see how each feature is weighed. We expect social features to be heavily weighted and will remove features that are not adding value. We will repeat this process until we get a valid feature selection.
* No benchmark for this. In a different scenario, the number of components could be determined by the amount of variance explained by the components. This could be viewed using a scree plot, but this is not necessary for this application as we only want one PCA component to decide the tail of the data.

**Percentile Method**

* n = (P/100) x N where P=percentile and N = number of values in the dataset sorted from greatest to least using our single PCA component.
* We will use the percentile method to sample everything right-of and including the 95th percentile.
* We will measure the count of the sample size to ensure it is large enough.
* Greater than 10,000 should be sufficient.

**Isolation Forest**

* Unsupervised
* Isolation Forest algorithm
* We will measure the count of the outliers.
* between 500 and 1,000 users should be sufficient.

**Mann-Whitney U Test**

* I will use the Mann-Whitney U test to validate that my sample of outliers is greater than the non-outliers.
* The metrics computed from the Mann-Whitney U test are the U-Statistic and the p-value.
* I will use an alpha of 0.05 to measure this.
  + H0: There is no difference in the means between the outlier users from the non-outlier users.
  + H1: The outlier user means are greater than the non-outlier user means.

Standardization is recommended for PCA. PCA operates under the assumption that the data is normally distributed. Our data we are sure is not. PCA is necessary here to gain a single value that we can judge variance by and sort. We are looking for extreme cases of user activity, but our original sample is so large that it will not be easy to visualize or run through machine learning algorithms. We also do not need anyone with low activity.

Once we have our user sample, we can use Isolation Forest to separate out the strong cases from the others. To ensure we get enough users, we will have to set the contamination parameter correctly. Isolation Forests is a well-known method for discovering outliers in a dataset. Once we visualize the data with PCA and t-SNE with two components, we will hopefully see a clear separation of data. More importantly the outliers should be more on the right side of the distribution.

## C.5 Practical Significance

Our solution will provide the answers the client is expecting. It will reduce the sample users to a size that the client can handle and can begin marketing to. Follow-up metrics by the client can provide insight into the success of marketing efforts. PCA and Isolation Forests are well documented and are used in many applications and thus been proven. Comparing our outliers with non-outlier’s distributions is common practice and can be evaluated using the Mann-Whitney U Test.

## C.6 Visual Communication

**Histogram**

I will male use of histograms to view each variable and what the distribution looks like. This will inform me of how skewed or normal the distribution is. I will use the built in hist function of Pandas to create a histogram of all the columns.

**Correlation Plot**

I will use correlation plots of all the features. Then I will analyze that graph and adjust as needed to the final selection. I will then generate this graph again and repeat as necessary until all variables make sense and are under our benchmark of 0.60. I will use the built in corr() function of Pandas styled has a heatmap.

**Scatter Plot**

I will use scatter plots to view the components of our PCA and t-SNE models trained for two components. I will color code the outliers from the non-outliers. This will ensure that we are seeing expected data in the outliers. I will use the Seaborn scatter plot function to create the scatter plots of the components.

**Side-by-side bar graphs of Bootstrapped means**

I will plot each component from the outlier and the non-outlier groups to see how much greater the outliers are from non-outliers. I will use the Matplotlib hist() function to graph the two datasets on the same graph.

# D. Description of Dataset

## D.1 Source of Data

All data sets are located [here](https://www.kaggle.com/datasets/antonkozyriev/game-recommendations-on-steam?resource=download&select=recommendations.csv) on Kaggle under the CCO Public Domain license agreement (Kozyriev, 2023).

**Recommendations.csv** is a tabular file that has the most records which identify whether the user recommends the game, how many people found the recommendation helpful or funny, the review date, and number of hours user played the game. This is the file that we will be using for the project.

## D.2 Appropriateness of Dataset

This dataset has the number of recommendations made along with the number of products and whether the user recommended it or not. Along with that it has important measures for how many other people thought the recommendation was helpful and/or funny.

## D.3 Data Collection Methods

The data was downloaded from Kaggle [here](https://www.kaggle.com/datasets/antonkozyriev/game-recommendations-on-steam?resource=download&select=recommendations.csv). It was then saved in my Jupyter Notebook project. I uploaded the csv file using Pandas and then saved as a parquet file in case I needed to re-run the process.

## D.4 Observations on Quality and Completeness of Data

Our data is exceptionally clean and up to date. There are no missing values. It was curated well. There are a few issues that will need to be taken care of. One, there are values in the columns that are zero, and those rows should be removed. Two, I see some total hours played that do not seem like they could be accurate. I will remove these as well.

## D.5 and D.5.A Data Governance, Privacy, Security, Ethical, Legal, and Regulatory Compliances

A CCO 1.0 Universal Deed has been provided for the data [here.](https://creativecommons.org/publicdomain/zero/1.0/)

* Data governance was performed in that no public data was scraped from the official Steam store. It appears clean and complete. Documentation is complete. We will only use the data to fulfill the requirements and nothing more. Since this data was scraped, precautions must be taken that the license could be revoked in the future.
* Privacy: The dataset has been de-identified of all PII. Only the internal ID of the user is provided along with some numbers on purchases, recommendations, and products. While no PII data remains, due to number of attributes, it could still be possible to back into user information, although difficult. We will take the precaution of only pulling the data we need. This will eliminate most data that could be used to reverse engineer user identities.
* Security will be minimal as the data is public domain and open to anyone. We will store the data in GitHub and on our local Windows and Ubuntu environments using Windows Credentials as the main authorization mechanism. A GitHub account will also be required and will use a Google account to secure along with password and pass key or multi-factor authentication. Precautions on our end should be taken to secure the data analysis and end results from potential bad actors.
* All Ethical, legal, and regulatory compliance considerations have been accounted for due to the public deed attributed. It is always possible that future legal or regulatory challenged could change and the data may no longer be valid.
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